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Abstract—Harmonic extraction and control is one of the main elements in active power filter design. The advances in the digital signal processor (DSP)-based control have facilitated the use of sophisticated filters and control techniques to achieve better dynamic performance, which was difficult earlier with the use of analog design. To improve the dynamic response of the active harmonic controller, we propose a comb-filter-based solution, which can be implemented on a DSP platform. Performance evaluation results for the load transient show a substantial improvement in the dynamic performance of the harmonic compensator compared with the conventional low-pass-filter-based approaches.

Index Terms—Active power filter, comb filter, dynamic response, harmonic compensation.

I. INTRODUCTION

T

HE need for power quality improvement is not new. Many power electronics systems, such as switching power electronics, passive diode rectifiers, thyristor-controlled loads, lead to harmonic generation and degrade the power quality significantly. Among those switching power electronics-based systems including uninterruptible switching power supplies, adjustable motor speed drives, energy-efficient lighting appliances, and inverters in power generation systems for distributed renewable-energy sources including, solar systems, wind turbines as well as fuel cells are one of the main sources of power quality degradation. High harmonic currents are one of the main contributors to the degraded power quality. Active power filters provide a means for improving the power quality in power distribution networks and the harmonic compensator is an integral part of active power filtering [1]. Fig. 1 shows the block diagram of a shunt harmonic compensator. One of the primary objectives of harmonic compensator is to generate a reference signal, which is used by the controller to eliminate the harmonic components present in the system. To extract the reference harmonic current from the load, instantaneous reactive power theory as well as synchronous reference frame has been used in [2] and [3].

Resonant current control has also been used widely for reducing the current harmonic distortion in many different distributed generation applications [4], [5]. A resonant harmonic compensator attenuates the current harmonics and is capable of achieving zero steady-state error. However, resonant compensator suffers performance deterioration caused by abnormal grid condition. This issue is partly addressed using phase-locked loop-based solutions to generate reference signals, which are not affected by harmonics, interharmonics as well as load imbalances [6]. In addition, resonant compensator does not provide good transient performance and has limitations related to digital implementation [7].

The synchronous reference frame, based on abc to dq0 transformation, has also been widely adopted in harmonic compensation. This method has the advantage of converting the harmonics of interest to a dc component so that each of the harmonics can be processed independently with zero steady-state errors [8]. In addition, this method allows the use of different types of filters in the design of harmonic compensator. Since the remaining harmonics present in the signal, in abc to dq0 transformation, are mapped to other harmonics, which are required to be eliminated before this signal can be fed to the controller. The natural choice to reject these unwanted harmonics is to employ the low-pass filter, which retains only the dc component corresponding to a particular harmonic and reject all of the frequency components caused by other harmonics. This requires choosing a filter of higher order and lower cutoff frequency for better steady-state performance. But, the presence of this low-pass filter significantly degrades the dynamic performance of the harmonic compensator block. This leads to large settling times in case of a load transient. Tolbert et al. [9] have shown that with a lower cutoff frequency
of the low-pass filter, more of the active power ripple is filtered at the expense of an extended response time to step changes in the load current. The results in [9] show that with a 5 Hz cutoff frequency, the response time to step change is approximately 1.5 line cycles at 60 Hz and active power ripple more than 90% is filtered.

Different control techniques have been proposed to improve the dynamic response of the active power compensator [10]–[12]. In [10], an all-digital repetitive plug-in controller for odd-harmonics is used for the current control loops of the active filter, which uses a low-pass finite-impulse-response filter in the feedback path. Active power balance for the whole system is achieved by an outer control loop designed from an energy-balancing perspective. Rahmani et al. [11] have presented a nonlinear control for a three-phase shunt hybrid power filter to enhance the dynamic response when employed to compensate for harmonic currents and reactive power. Two inner current dynamic loops and a dc-voltage outer loop using PI controllers provide the reactive power and harmonic currents required by the nonlinear load. An integrated digital implementation of control algorithm and the required signal processing for active power filter is proposed in [12]. The solution proposed uses a fourth order infinite-impulse-response low-pass filter with 60 Hz cutoff frequency to attenuate the harmonic components. In all the aforementioned controller solutions, the use of low-pass digital filters with small bandwidth, on the order of fundamental frequency, in the feedback path is the main reason for limited dynamic response.

To overcome the issue of limited bandwidth and to improve the dynamic performance of the active harmonic compensator, we propose a reconfigurable solution using digital comb filter. The proposed solution improves the transient response significantly and can be implemented using a digital signal processor (DSP). In addition, the proposed solution is capable of dynamically adapting the filter sampling frequency to align the notch frequencies of the comb filter with the harmonic frequencies allowing to track any frequency variations in the load current. Rest of the paper is organized as follows.

In Section II, we describe the details of conventional and modified comb filter design. In addition, the comb filter dynamic performance is evaluated in this section. The design of active harmonic compensator is discussed in Section III. The performance evaluation results showing the improvement in the dynamic response are provided in Section IV. Finally, we conclude our findings in Section V.

II. COMB FILTER DESIGN

A conventional digital comb filter has the following $z$-domain system transfer function [13]:

$$H(z) = \frac{1}{M} \frac{1 - z^{-M}}{1 - z^{-1}}$$  \hspace{1cm} (1)

where $M$ is the order of the filter. The expression in (1) can be rewritten as

$$H(z) = \frac{1}{M} \frac{z^M - 1}{z^M} \frac{1}{z - 1}.$$

From the transfer function expression in (2), it can be observed that the zeros of the filter are on the unit circle and all the poles are at origin of the $z$-plane. The expression in (2), first modified to pole-zero form and then using the substitution $z = e^{j\omega}$ becomes

$$H(z) = \frac{1}{M} \prod_{k=1}^{M} \frac{z - z_k}{z - p_k^*},$$

$$= \frac{1}{M} \prod_{k=1}^{M} e^{j\omega} - z''_k e^{j\omega} - p_k^*.$$  \hspace{1cm} (3)

From the second expression in (3), it can be observed that for some $\omega = \omega_k$ we will have $e^{j\omega_k} = z_k$ and the magnitude response at that frequency results in zero output. This ideal scenario of zero output at different $\omega_k, i \in \{1, 2, \ldots, M\}$ is equivalent to having an infinite attenuation at those frequencies, which we call the notch frequencies of the comb filter. The notch frequencies are integer multiples of the fundamental frequency.

Ideally, the conventional comb filter provides zero gain at notch frequencies and variable gain in the passband and no effects on the phase of the signal in the passband [13]. These characteristics, almost unachievable using analog implementation, can be closely matched using a practical digital implementation, as we describe in this section.

The conventional comb filter discussed above practically provides large attenuation at the selected notch frequencies, but its passband attenuation is different at different frequencies. Now we introduce a modified version of the comb filter [14] that can provide almost flat gain in the passband. However, this is achieved by moving the poles away from the origin toward unit circle and the pole frequencies are the same as that of zeros. The modified comb filter transfer function is given by

$$H_m(z) = \frac{1 - z^{-M}}{1 - rz^{-1}} \frac{1}{1 - (rz^{-1})^M}$$

$$= \prod_{k=1}^{M} \frac{z - z_k}{z - p_k^*},$$  \hspace{1cm} (4)

where the parameter $r \in [0, 1)$ is the attenuation factor of comb filter at the notch frequencies. The attenuation factor $r$ equal to 0 reduces the modified comb filter to the original conventional comb filter of (1). On the other extreme, for $r = 1$ the comb filter becomes an all-pass filter. In (4), the pole-zero locations are determined by

$$z_k = e^{j2\pi \frac{k}{M+1}} f_s$$

$$p_k = re^{j2\pi \frac{k}{M+1}} f_s.$$  \hspace{1cm} (6)

In (6), $f_s$ is the sampling frequency and is related to pole-zero frequencies by

$$f_{z_k} = f_{p_k} = k \frac{f_s}{M+1}.$$  \hspace{1cm} (7)

The frequency response of the filter is normalized by the filter dc gain, $K_c$ and substituting $z = e^{j\omega}$ is given by

$$H_m(e^{j\omega}) = \frac{(e^{j\omega} - z_1)(e^{j\omega} - z_2) \ldots (e^{j\omega} - z_{M+1})}{(e^{j\omega} - p_1)(e^{j\omega} - p_2) \ldots (e^{j\omega} - p_{M+1})}.$$  \hspace{1cm} (8)
The dc gain, $K_c$ in (8) is obtained as

$$K_c = \prod_{i=1}^{M} \frac{R_{p_i}}{R_{z_i}}$$

where $R_{p_i} = |1 - p_i|$ and $R_{z_i} = |1 - z_i|$. In (8), a pole-zero pair is located at $1\angle0^\circ$ and should be canceled before the evaluation of dc gain.

Fig. 2(a) shows the pole-zero plots of the comb filter, for two different values of the attenuation factor $r$, with notch frequencies spanning from the fundamental to the seventh harmonic. For the plot shown in Fig. 2(a), pole-zero pairs lying in the upper half of the $z$-plane are mapped to real frequencies in the $f$ domain. To place the first pole-zero pair at the fundamental frequency and to design the comb filter that can remove up to seventh harmonic, the required sampling frequency for filter order $M = 14$ is obtained by using (7) and is given by $f_s = M/kf_{pk} = 840$ Hz, where $k = 1$ and $f_{pk} = 60$ Hz. The result shown in Fig. 2(b) is the magnified version of the pole-zero plot shown in Fig. 2(a). This result will be used to explain the dependency of the comb filter attenuation on the value of parameter $r$.

From the frequency transfer function expression in (8) for the comb filter, let us consider two pole-zero pairs for illustration purpose. The term $|e^{j\omega_1} - z_1|$ represent the vector difference between the two vectors (shown as dotted arrows) drawn from the origin to the unit circle at points $\omega_1$ and $z_1$ and is denoted as $R_{z_1}$. Similarly, the corresponding denominator term $|e^{j\omega_1} - p_1|$ also represent the difference between the pole $p_1$ and the unit vector at $\omega_1$ and is denoted by $R_{p_1}$. The vectors $R_{z_1}$ and $R_{p_1}$ can observed from Fig. 2(b), where they are shown as solid arrows. The ratio $R_{z_1}/R_{p_1}$ is approximately equal to one. Next, we choose $\omega_2$ and $\omega'_2$ in the close proximity of the second pole-zero pair. For this case, we observe that $R_{z_2}/R_{p_2}$ is smaller than $R_{z_2}/R_{p_2}'$ because $R_{p_2}'$ is smaller than $R_{p_2}$. The corresponding value of parameter $r$ is smaller for $R_{p_2}$ than that of $R_{p_2}'$, illustrating the reason for higher attenuation at lower values of parameter $r$.

Fig. 3 shows the magnitude and phase responses of the digital comb filter for two different values of the parameter $r$. It can be observed that the 3 dB bandwidth at notch frequencies decreases with an increase in the attenuation factor, $r$, providing an improved flat response in the passband.
However, the attenuation at the notch frequencies reduces with an increase in the parameter $r$ as discussed above. This underlying performance tradeoff between the achievable attenuation at the notch frequencies and the 3 dB bandwidth (as well as flatness of the frequency response in the passband) can be tuned by choosing an appropriate value of parameter $r$. One possible solution to the optimal choice of parameter $r$ can be obtained by minimizing the filter gain-bandwidth product at the notch frequencies.

The step response of comb filter for different values of attenuation factor is shown in Fig. 4. We observe that decreasing parameter $r$ results in an increase in the overshoot, but the corresponding settling time is reduced. In addition, it is also observed that the filter rise time does not change when parameter $r$ changes. The overshoot and settling time performance for step input as a function of parameter $r$ is shown in Figs. 5 and 6, respectively. In a conventional filter step response, an increase in the overshoot also leads to an increase in the settling time. However, from the step response of digital comb filter for the selected range of parameter $r$, we observe that an increase in overshoot is accompanied by a corresponding decrease in the settling time as can be observed from the result in Figs. 5 and 6.

In the digital implementation, the maximum value of $r$ is limited by the resolution supported by the processor. There is a tradeoff, in the design of the comb filter, between the value of $r$ and the order $M$ of the filter and is contingent to the performance requirement. Higher order of the filter requires more memory, but owing to the exponential decrease of the factor $r^M$, the filter can be implemented using a lower-resolution processing unit. Hence, there is a compromise between the order of the filter and processing unit resolution. A simple design procedure for realizing the filter is outlined in [15]. The parameter $r$ of the comb filter is selected to obtain the desired attenuation at the line frequency and at frequencies multiples of the line frequency.

From practical realization viewpoint, the use of delta transform is capable of providing more accurate implementation and can be easily incorporated using the available mapping from $z$-transform to $\delta$-transform. Let $y(k\Delta t)$ represent the discrete time sampled signal, where $k$ is time index and $\Delta t$ is the sample time. Now if $Y(z)$ and $Y(\delta)$ represent the $z$ and delta-transforms, respectively, then we have $Y(\delta) = \Delta Y(z) |_{z=\Delta t^2+1}$. This mapping can be used to transform the $z$-domain comb filter to its $\delta$-domain counterpart.

### III. COMPENSATOR DESIGN AND SAMPLING FREQUENCY ADAPTATION

In this section, we discuss the compensator design for both the harmonic filtering and the reactive power compensation. In addition, frequency adaptation for harmonic compensation to follow any arbitrary frequency variations is also discussed.

#### A. Active Compensator Design

The overall control system comprise of a multiloop structure, where the voltage outer loop is responsible for maintaining the dc capacitor voltage ($V_{dc}$) to a set reference value of $V_{ref}$. The output of the voltage controller is fed to current compensator and it acts as a reference for the $d$ component
Fig. 7. Harmonic controller structure with the comb filter replacing the low-pass filter. Numeral 3 represents three phases. Balanced load is used which has only $d$ and $q$ nonzero components.

of the fundamental current control. The reactive power compensation is also implemented using the $q$ component of the current at fundamental frequency as can be observed from reactive power and capacitor voltage subblock shown in Fig. 7. Fig. 7 also shows the system block diagram for the harmonic compensator designed, for fifth and seventh harmonics, by replacing the conventional narrow band low-pass filter with the combination of digital comb filter and a large bandwidth low-pass filter.

In synchronous reference frame control, after performing $abc$→$dq0$ transformation, as shown in Fig. 7, the error-signal is obtained by subtracting the harmonic compensator feedback from the load current. This error-signal is then passed through a comb filter to remove any high-frequency components and is applied to the PI compensator. The output of each of the PI compensator is passed through the $dq0$→$abc$ transformation and the resulting signals are added to generate the controller output used by the modulator to generate the pulse width-modulated signals to drive the switches.

For performance comparison we used a diode rectifier type of three-phase nonlinear load for which the harmonics generated are given by $6n \pm 1$ for $n = \{1, 2, \ldots\}$, where $6n - 1$ are negative sequence and $6n + 1$ are positive sequence harmonics, respectively. Fig. 7 shows the controller structure only for fifth and seventh harmonics and can be extended for eliminating higher order harmonics depending on the performance and total harmonic distortion (THD) requirements. Use of the comb filter allows one to tune the PI controller gains to improve the dynamic performance. Same comb filter is used for all the harmonics and as a result simplifies the design procedure for harmonic compensator.

B. Sampling Frequency Adaptation

The frequencies $\omega_0$, $\omega_5$, and $\omega_7$ used by the compensator, as shown in Fig. 7, are obtained from the load current. If the system frequency variations are ignored then the nominal fundamental frequency as well as harmonics can be generated locally. However, this can significantly degrade the comb-filter-based harmonic compensator performance in the presence of frequency deviations.

A variation in the sampling frequency to grid frequency ratio is equivalent to the case of having a fixed sampling frequency while the grid frequency has deviated. This will result in the deviation of comb filter notch frequencies, which in turn will lead to reduced attenuation of harmonics. Since any variation in the fundamental frequency will also change the harmonics frequency, sampling frequency adaptation is required for effective harmonic compensation.

The first step to address this issue is to acquire accurate frequency estimates of the fundamental as well as harmonics. For that purpose, the real-time fundamental and harmonic frequency estimates can be obtained using the solution in [16]. The proposed approach in [16] is based on parallel resonators with common feedback combined with an external Finite Impulse Response comb-filter-based module for frequency estimation. Another possible approach that can be used for real-time frequency estimation is proposed in [17].

Once accurate frequency estimate is obtained, the next step is to adapt the filter parameters, that is, poles and zeros
frequencies using (7), which in turn requires adapting sampling frequency. Let \( f_0 \) denotes the estimated fundamental frequency and \( f_s \) is the instantaneous sampling frequency of the filter, then we have

\[
f_s = Mf_0.
\] (9)

Since harmonics are an integer multiple of the fundamental frequency, the parameter \( M \) is always an integer. However, it is worth mentioning that we are not considering the possibility of compensating any interharmonics. In digital implementation, the sampling frequency can be generated using a timer module. The timer reload (TR) value can be adjusted in real-time based on the current estimate of \( f_s \). Assuming \( f_c \) is the clock frequency of the processor used for digital implementation, the TR value can be obtained by

\[
\text{TR} = \frac{\lfloor fc \rfloor}{r Mf_0}.
\] (10)

In (10), \( l \) is the sampling frequency improvement factor and \( l \in \{1, 2, \ldots, \lfloor fc/Mf_0 \rfloor \} \). A larger value of \( l \) will increase the actual sampling frequency, \( \tilde{f}_s \), but the sampling frequency of comb filter is required to be \( f_s \) for its proper implementation. This can be achieved by averaging every \( l \) samples to construct one sample for the compensator. For this case, the TR value can be redefined as \( \text{TR} = f_c/lMf_0 \).

In the aforementioned approach, to increase the ratio of system sampling frequency to the fundamental frequency, any variation in fundamental frequency, \( f_0 \), is reflected in \( f_s \) leading to frequency adaptation. An alternate solution can be achieved by adapting the number of samples used to construct each averaged sample for the comb filter. However, if the oversampling ratio (i.e., \( \tilde{f}_s/f_s \)) is small this adaptation will result in large frequency deviations in the sampling frequency. To see this, let us start with \( \tilde{f}_s = l f_s \) and choose \( l = 10 \), that is, ten samples are averaged to construct one sample for the filter. Now adapting the number of samples will either require to average 9 or 11 samples. If the desired sampling frequency adaptation requires to average 9.5 samples, then the resulting error in frequency adaptation would be 5\%. On the other hand, if the number of samples averaged for each filter sample is large, the achievable frequency adaptation resolution is improved; the resulting sampling frequency deviation is small. For \( l > 50 \), the frequency deviation error will be less than 1\%.

**IV. PERFORMANCE EVALUATION RESULTS**

The system parameters used for performance evaluation of the comb-filter-based compensator design are tabulated in Table I. To analyze the performance gains obtained using the comb filter, we compare its response with that of Butterworth and Chebyshev low-pass filters. For comparison, the required attenuation is fixed at 40 dB for each of the filters. To achieve an attenuation of 40 dB by using comb filter the parameter \( r \) needs to be at most 0.99, but we will use \( r = 0.98 \) for higher attenuation as well as smaller settling time. The order of the Chebyshev filter (\( N \)) to have an attenuation of 40 dB is 5 and that of Butterworth is 8 for a cutoff frequency of 120 Hz. Step responses of the three filters are shown in Fig. 8. It can be seen that the rise time of the comb filter is significantly better than the two low-pass filters. However, the settling time response of the filter is comparable with that of Butterworth filter and is better than that of Chebyshev filter. The phase response in Fig. 3(b) shows that, for parameter \( r \) close to unity, most of the frequency components have approximately zero-phase delay except the frequencies where the filter notches are present. This approximately zero phase delay, at most of the frequencies in the passband, is the reason for the comb filter step response starting with finite value, as shown in Fig. 8, in contrast to starting at zero for the two low-pass filters.

To see the closed loop performance, a load current with 5th, 7th, 11th, and 13th harmonics is drawn from the grid and the harmonic converter. The harmonic compensator is implemented to compensate for all the harmonics individually. For comparison, a Chebyshev low-pass filter of fifth order with passband and stopband frequencies of 60 and 120 Hz and with an attenuation of stopband equal to 40 dB is used. To see the performance improvement gained using the comb filter, we subject the HC to a load transient of 25% of the full load and observe the settling time improvement.

Fig. 9(a) shows the load transient response for the Chebyshev low-pass filter where the transient occurs at 0.15 s. Settling time is approximately equal to one line cycle for
the low-pass filter and matches with the results provided in [9]. In case of comb filter, the settling time is approximately 1/100th of the line cycle as shown in Fig. 9(b). This result shows the significant performance gain in the transient response of the harmonic controller by using the comb filter compared with conventional low-pass filters.

To further elaborate the performance gains provided by the comb filter, the transient response in terms of $d$ and $q$ components of the load current is obtained and is shown in Fig. 10. Clearly, a faster dynamic response of the comb filter compared with the Chebyshev low-pass filter can be observed for the $d$ component. Because the load transient was applied for active component at the fundamental frequency, we observe the transient in the $d$ component of the current, but no transient appears in the $q$ component. Furthermore, the nonzero value of the $q$ component shows the reactive power compensation provided by the compensator.

Finally, we analyze the effect of the order of Chebyshev and comb filter on THD of the grid current. Fig. 11 shows that grid current THD increases as the filter order is reduced. It should be noted that the comb filter dynamic response will remain almost the same for different values of $M$ owing to negligible phase delay in the filter passband. This is in contrast to the Chebyshev filter whose dynamic performance degrades with an increase in the filter order owing to an increase in the phase delay. The implementation of the proposed digital comb filter solution requires less than 1 kB memory on the DSP, and the processing speed requirement is based on the desired sampling frequency.
V. Conclusion

An improved dynamic performance of synchronous frame harmonic as well as reactive power compensator can be obtained using the proposed comb-filter-based compensator design. Selective harmonic filtering can also be achieved by retaining the pole zero pairs at the frequency components to be filtered in the comb filter transfer function. However, the filter gain should be adjusted for normalized response. To make the proposed filter performance robust against any frequency variations, a sampling frequency adaptation-based mechanism is proposed. The sampling frequency adaptation along with comb filter coefficients adjustment in real time maintains the system performance under varying frequency conditions. The proposed solution can also be used for improving the dynamic response of a system by using a limited bandwidth compensator with selective unwanted frequency components.
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