NUMERICAL ANALYSIS OF PENETRATION, RADIATION, AND SCATTERING FOR A 2D SLOTTED SEMIELLIPTICAL CHANNEL FILLED WITH ISOREFRACTIVE MATERIAL
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Abstract—Electromagnetic penetration through an aperture into a cavity is considered. The structure of interest comprises a slotted infinite conducting plane backed by a semielliptical channel. Three independent integral equations are used to study the structure of interest, for which analytical expressions are derived in another paper and involve summations of Mathieu functions. Numerical results from the analytical expressions for the electromagnetic fields are compared with those from integral equation methods for various cases of excitation and isorefractive materials. The agreement is excellent in all cases.
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1. INTRODUCTION

Two different methods are considered to determine the electromagnetic field in the structure whose cross-section is illustrated in Fig. 1. The structure consists of a slotted metallic plane backed by a semielliptical cavity with conducting walls. The media in the cavity and above the ground plane are isorefractive and the excitation may be a $z$-independent plane wave or line source in the exterior region or a $z$-independent line source in the interior region. The harmonic time variation $e^{j\omega t}$ is suppressed for all expressions presented. Analytic expressions for the electromagnetic field in the cavity and outside the ground plane were found in [1]. Because an exact analytical solution for the field can be determined in terms of tabulated functions, one may look upon this problem as canonical, yet it is by no means simple. In fact, the structure comprises a cavity, sharp edges, and two isorefractive media, which prompts one to expect a field with varied features.
One goal of this work is to obtain two independent solutions for the electromagnetic field in the structure of Fig. 1. Data found by evaluating the analytic expressions of [1] are compared with those obtained from numerical solutions of three sets of independent integral equations. The work presented here was originally initiated to tabulate the analytic solutions of [1] in order to establish a benchmark for the validation of the integral equation results. As the authors pursued this goal, the computation of the analytic solutions proved to be quite involved due to the need to evaluate Mathieu functions over a wide range of parameters and to sum slowly convergent infinite series of these functions. Consequently, the objectives evolved to the point that the primary goal of the project has become a mutual validation of independent solution methods.

The major contributions of this paper are twofold. On one hand, for the first time, numerical results are recorded for the canonical problem of field penetration through the channel-backed slot of Fig. 1. On the other hand, three specific integral equation methods are developed to investigate the field present near the structure of Fig. 1 and to validate the numerical results obtained from evaluating the expressions of [1]. However, one must bear in mind that the integral equation methods are applicable to more general structures, such as the one of Fig. 3.

This paper is organized as follows. The geometry of the structure is described in detail. Appropriate integral equations are formulated and techniques for solving them numerically are suggested. The comparisons among the numerical values of the analytical solution and those obtained from the integral equations are discussed. The behavior of the electromagnetic fields inside and outside the cavity is examined.
for different excitations: plane wave, line source outside the cavity, and line source inside the cavity. Two polarizations are considered for each source excitation case. Results are provided for different values of the ratio of the impedances of the two isorefractive materials and also for different values of the ratio between the aperture width and the wavelength of the incident radiation. It is also verified that reciprocity is upheld. The agreement among the numerical results for the field determined by the different methods is excellent in all cases considered.

2. GEOMETRY OF STRUCTURE

The structure of interest, shown in Fig. 1 in cross-section, is invariant along the z direction and is symmetric with respect to the plane $x = 0$. The slot-backing channel is a conducting cylinder of semielliptical cross-section with foci at $A$ and $F$ and separated by the focal distance $d$. The portions $FG$ and $AB$ of the structure are metallic half-planes each extending from a focal line to infinity. The medium in the region
$y > 0$ is characterized by permittivity $\varepsilon_1$ and permeability $\mu_1$; the medium inside the channel ($y < 0$ and bounded by the semiellipse $CDE$) has permittivity $\varepsilon_2$ and permeability $\mu_2$. The two media satisfy the isorefractive condition

$$\varepsilon_1 \mu_1 = \varepsilon_2 \mu_2$$

(1)

which implies that the propagation constant

$$k = \omega \sqrt{\varepsilon_1 \mu_1} = \omega \sqrt{\varepsilon_2 \mu_2}$$

(2)

is the same in both media. However, the intrinsic impedances are in general different:

$$Z_h = \sqrt{\frac{\mu_h}{\varepsilon_h}}, \quad (h = 1, 2).$$

(3)

If condition (1) were relaxed to allow for different wave numbers inside and outside the channel, it would not be possible to determine the modal coefficients in the eigenfunction expansions of [1], that is, an exact analytical solution would be precluded. Hence we could not compare our numerical results with exact results, which is one of the main purposes of the present work.

It should be noted that one-to-one mode matching across a boundary separating two penetrable media with different refractive indexes is possible only if that boundary is a circular cylinder or a sphere, because in circular cylindrical and spherical coordinates the angular wavefunctions do not contain the wavenumber.

Because the cross-section of the channel is semielliptical (Fig. 1), it is convenient to introduce an elliptic cylinder coordinate system $(u, v, z)$ related to the cartesian coordinate system by

$$x = \frac{d}{2} \cosh u \cos v$$

(4)

$$y = \frac{d}{2} \sinh u \sin v$$

(5)

$$z = z$$

(6)

where

$$0 \leq u < \infty$$

(7)

$$0 \leq v \leq 2\pi.$$  

(8)

It is also convenient to introduce the variables $(\xi, \eta, z)$ defined by

$$\xi = \cosh u$$

(9)

$$\eta = \cos v$$

(10)
where obviously
\[ \xi \geq 1 \] (11)
and
\[ -1 \leq \eta \leq 1. \] (12)

The coordinate surfaces with constant \( \xi \) are cylinders of elliptic cross-section with foci at \( A \) and \( F \). Coordinate surfaces with constant \( \eta \) are hyperbolas with the same foci.

Observe that, if \( \xi = 1 \), each value of \( \eta \) defines a point \((\xi, \eta)\) that falls on the segment of the \( x \) axis between the foci \( A \) and \( F \). Similarly, if \( \eta = 1(-1) \), each value for \( \xi \), where \( \xi > 1 \), defines a point \((\xi, \eta)\) on the segment of the \( x \) axis in the interval \( x > d/2 (x < -d/2) \). The positive portion of the \( y \) axis corresponds to \( v = \pi/2 \) and the negative portion, to \( v = -\pi/2 \). Points associated with \( 1 < \xi < \xi_1 \) and \( \pi < v < 2\pi \) fall within the semielliptical cavity.

The formulas in subsequent sections contain the dimensionless quantity
\[ c = \frac{k d}{2}. \] (13)

The inverse transformation from cartesian coordinates \((x, y)\) to elliptic coordinates \((\xi, \eta)\) is reported here for convenience:
\[ \xi = \sqrt{\frac{4(x^2 + y^2) + d^2 + \sqrt{16(x^2 + y^2)^2 + d^4 - 8d^2(x^2 - y^2)}}{2d^2}} \] (14)
and
\[ \eta = \frac{2x}{d\xi}. \] (15)

3. INTEGRAL EQUATION METHODS

In this section one finds an outline of integral equation methods for determining the fields in both regions of the structure in Fig. 1. Two methods are discussed for the case of a finite-width ground plane, followed by a discussion of two coupled integral equation methods which are valid for the case of an infinite ground plane. All integral equation methods presented are valid for the case of a cavity with arbitrary cross-section.

3.1. Finite Ground Plane Methods (TM)

Two integral equation methods are applied in the case that the ground plane is of finite width. The width of the ground plane is assumed to
be so large relative to wavelength that the effects of its finite width on the field calculations are negligible. The finite ground plane methods presented are limited to cases where the source is TM-polarized and the materials in both regions are the same.

It should be noted that if the structure of interest has an infinitely wide ground plane, the approximation of a finite but large ground plane decreases accuracy for certain excitations, such as a plane wave with a low angle of incidence or a line source remote from the aperture. The effects of the finite-width ground plane are also observed when the total fields are computed in the exterior region far from the ground plane.

### 3.1.1. Scatterer Method

In the scatterer method the slotted plane and its channel backing is treated as a scattering body and the current induced on its conducting surfaces is determined by integral equation methods. The finite-width ground plane, as well as the entire channel backing, is removed and an equivalent $z$-directed electric current is impressed on the surface $C_G \cup C_S$ formerly occupied by the conductors (Fig. 2). The tangential component of the total electric field is then forced to be zero at the location of this current, i.e., on $C_G \cup C_S$ [2], resulting in

$$-\frac{k_1Z_1}{4} \int_{C_G \cup C_S} J_z(x',y')H_0^{(2)} \left( k_1 \sqrt{(x-x')^2+(y-y')^2} \right) dl' = -E_z^i(x,y),$$

$$x, y \in C_G \cup C_S \quad (16)$$

where

$$E_z^i(x,y) = e^{jk_1(x \cos \phi_0 + y \sin \phi_0)} \quad (17)$$

or

$$E_z^i(x,y) = -\frac{k_1Z_1}{4} IH_0^{(2)} \left( k_1 \sqrt{(x-x_s)^2+(y-y_s)^2} \right) \quad (18)$$

for plane wave excitation and excitation by a line source of strength $I$, respectively. The integral equation can be solved by standard numerical techniques involving discretization of surfaces, introduction of basis and testing functions, and a solution to a matrix equation for unknown weighting factors. The numerical results presented in this paper are obtained by using a rectangular pulse basis function and a Dirac delta testing function for both finite ground plane methods.

### 3.1.2. Schelkunoff Method

The results of the scatterer method were compared with those of the Schelkunoff method [2] to verify accuracy and also to observe the
Figure 4. Equivalent models for TE (TM) coupled integral equations method: (a) - Interior equivalent model; (b) - Exterior equivalent model.

benefits of the latter method. The results of the Schelkunoff method, unlike those of the scatterer method, remain accurate in the case in which the total field in the interior of the channel is very small compared to the incident field.

3.2. Infinite Ground Plane Methods

Coupled integral equations for the channel-backed slot problem are derived in the usual way [3]. The aperture is shorted and equal but oppositely directed magnetic currents are placed on the two sides of the short as shown in Fig. 3. Two equivalent models are then formed as suggested in Fig. 4. The current on the PEC \( C_S \) is imaged, leaving equivalent current \( J_z \) on \( C_S \) and the image of \( J_z \) in the region \( y > 0 \), as depicted in Fig. 4a. \( C_S \) and the surface on which the image of \( J_z \) resides together constitute a surface designated \( C^{i}_S \). The tangential component of the total electric field is forced to be zero on \( C^{i}_S \) while equality of tangential magnetic field is enforced as the shorted aperture is approached from either side in the two equivalent models. These equations are then solved numerically to determine the magnetic current on the short as well as the equivalent electric current on \( C^{i}_S \), which are in turn used to compute the total fields in the original
3.2.1. Coupled Integral Equations (TE)

If the following Green’s function is defined,

\[ G^A(x, y; x', y'; k, Z) = -\frac{k}{4Z} H_0^{(2)}(kR) \]  

with \( R = \sqrt{(x - x')^2 + (y - y')^2} \), then the tangential magnetic field at the aperture in the exterior-region model is given by

\[ H_z^e(x, 0) = H_z^{e,c}(x, 0) + \mathcal{H}_z^e[2M_z; x, 0] \]  

where

\[ \mathcal{H}_z^e[M_z; x, 0] = \int_{\overline{x}_1}^{\overline{x}_2} M_z(x')G^A(x, 0; x', 0; k_1, Z_1)dx' \]  

with

\[ H_z^{e,c}(x, 0) = 2e^{jk_1x_0} \cos \phi_0 \]  

for plane wave excitation and

\[ H_z^{e,c}(x, 0) = 2KGA(x, 0; x_s, y_s; k_1, Z_1) \]  

for the case of a line source of strength \( K \). \( H_z^{e,c}(x, 0) \) is the \( z \) component of the incident magnetic field that exists at the short-circuited aperture. Subject to the following Green’s function definition

\[ G^B(x, y; x', y'; k) = -\frac{k}{4j} \cos(\theta') H_1^{(2)}(kR) \]  

where

\[ \cos \theta' = \hat{u} \cdot \hat{n}', \quad \hat{u} = \frac{\rho - \rho'}{|\rho - \rho'|}, \quad \hat{n}' = \hat{\ell}' \times \hat{z} \]  

(see Fig. 4), where the total \( z \)-directed magnetic field in the interior-region model is given by

\[ H_z^i(x, y) = \mathcal{H}_z^i[-2M_z; x, y] + \mathcal{H}_z^i[J_i; x, y] \]  

where

\[ \mathcal{H}_z^i[M_z; x, y] = \int_{\overline{x}_1}^{\overline{x}_2} M_z(x')G^A(x, y; x', 0; k_2, Z_2)dx' \]
and where

$$\mathcal{H}_z^i[J; x, y] = \int_{C_i} J_l(x', y') G^B(x, y; x', y'; k_2) dl'. \quad (28)$$

The coupled integral equations are

$$H_0^z(x, 0) - H_i^z(x, 0) = -H_s.c(z^i(x), x \in (x_1, x_2), \quad (29)$$

which enforces continuity of the $z$ component of magnetic field in the aperture, and

$$H_i^z(x, y) - \frac{J_l(x, y)}{2} = 0, \quad x, y \in C_S^i, \quad (30)$$

which enforces the requirement that the component of the electric field tangential to and on $C_S^i$ be zero. Specifically, the tangential component of the electric field is zero on $C_S^i$ in Fig. 4, which means that outside $C_S^i$ the field is zero. In particular, then, the component of the magnetic field tangential to and on the exterior side of $C_S^i$ is zero, causing its value on the interior side to be $\hat{n} \times (J_l \hat{\ell})$, as implied by (30). The condition that the $x$ component of electric field be zero on the $x$-$z$ plane is enforced in both models through the use of image theory embodied in the equations. The equivalent electric and magnetic currents are expanded in piecewise-linear and rectangular pulses, respectively, equation (29) is point matched, and equation (30) is tested with rectangular pulses to obtain a matrix form of the coupled integral equations.

### 3.2.2. Coupled Integral Equations (TM)

The $x$-directed electric vector potential associated with the magnetic current across the short must be a solution to the wave equation

$$\left(\nabla^2_{xy} + k^2\right) F_x = -\varepsilon Kl \delta(x - x') \delta(y - y'). \quad (31)$$

Subject to the jump condition on $E_z$, the solution to (31) is determined to be

$$F_x(x, y; x', y'; k) = \frac{\varepsilon Kl}{4j} H_0^{(2)}(kR). \quad (32)$$

The $x$-directed component of the corresponding magnetic field and the $z$-directed component of the electric field can be determined from (32) and are employed in the formulation of the coupled integral equations.
Similar field components due to the equivalent electric current on \( C_i \) are determined from the magnetic vector potential

\[
A_z(x, y; x', y'; k) = \frac{\mu I}{4j} H_0^{(2)}(kR).
\]  \( (33) \)

The coupled integral equations are formed with the magnetic current on the short and the equivalent electric current on \( C_i \) as the unknowns. The tangential component of the magnetic fields in the two regions is forced to be equal by

\[
H^M_x[2M_x(x'); k_1; x, 0] - H^M_x[-2M_x(x'); k_2; x, 0] - H^I_x[J_z(x', y'); k_2; x, 0] = -H^{s.c.}_x(x, 0), \ x \in (x_1, x_2)
\]  \( (34) \)

in the limit as the aperture is approached from either side, where

\[
H^M_x[M_x(x'); k; x, 0] = -\frac{1}{4kZ} \left[ \left( k^2 + \frac{\partial^2}{\partial x^2} \right) \int_{x_1}^{x_2} M_x(x') H_0^{(2)}(k|x-x'|) dx' \right],
\]  \( (35) \)

\[
H^I_x[J_z(x', y'); k; x, 0] = -\frac{k}{4j} \int_{C_i} J_z(x', y') \frac{(y-y')}{R} H_1^{(2)}(kR) dl', \ x \in (x_1, x_2),
\]  \( (36) \)

and where

\[
H^{s.c.}_x(x, 0) = e^{jk_1 x \cos \phi_0} + e^{jk_1 x \cos \left( \frac{3\pi}{2} - \phi_0 \right)}
\]  \( (37) \)

for plane wave excitation and

\[
H^{s.c.}_x(x, 0) = \frac{Ik_1}{2j} y_s H_1^{(2)}(k_1 R_s)
\]  \( (38) \)

with \( R_s = \sqrt{(x-x_s)^2 + y_s^2} \) for line source excitation. The variable \( l' \) in (36) is defined as the arc displacement along the contour \( C_i \), and allows one to express the source coordinates as functions of \( l' : y' = y'(l') ; \ x' = x'(l') \). The tangential component of electric field is constrained to be zero on \( C_i \) by

\[
E^M_z[-2M_x(x'); k_2; x, y] + E^I_z[J_z(x', y'); k_2; x, y] = 0 \quad x, y \in C_i
\]  \( (39) \)

where

\[
E^M_z[M_x(x'); k; x, y] = \frac{jk}{4} \int_{x_1}^{x_2} M_x(x') \frac{y}{\sqrt{(x-x')^2 + y^2}}
\]

\[
\times \ H_1^{(2)} \left( k\sqrt{(x-x')^2 + y^2} \right) dx'
\]  \( (40) \)
and
\[ E_z^J[J_z(x', y'); k; x, y] = -\frac{kZ}{4} \int_{C} J_z(x', y')H_0^{(2)}(kR)dl'. \] (41)

The equivalent electric and magnetic currents are expanded in rectangular and piecewise-linear pulses, respectively, equation (39) is point matched and equation (34) is tested with rectangular pulses to obtain a matrix form of the coupled integral equations.

4. NUMERICAL RESULTS

This section is devoted to the comparison of numerical results obtained by evaluating the analytical formulas of [1] with those obtained by the integral equation methods developed in Section 3. The comparisons are presented in two forms: linear plots of \(|E_z|\) or \(|H_z|\) along the y axis and contour plots of \(|E_z|\) or \(|H_z|\) inside and near the cavity. The y axis is chosen for the linear plots because the transition from the interior to the exterior of the cavity is easily observed along this line. The advantage of the linear plots is that multiple curves can be presented in the same graph, which allows one to analyze variations in the fields with respect to various parameters such as the type of material in the cavity or the frequency of the source. In contrast, the contour plots provide a more complete depiction of field behavior but are not amenable to displaying multiple cases in a single graph.

In all the results that follow, the semielliptical cavity corresponds to \(\zeta_1 = 2\). For the linear plots, Figs. 5 and 8 contain three graphs corresponding to three cases for the media in the two regions \(\zeta = 1, \zeta = 1/2, \zeta = 2\), where \(\zeta = Z_1/Z_2\). Each graph displays the total field on the y axis for three different values of the dimensionless quantity \(c\) of (13): \(c = 0.1, \pi, 4.5\). No noticeable difference occurs between the results obtained from the exact solutions of [1] and those obtained from numerical solutions of the integral equations.

For the contour plots, the fields are computed at the nodes of a rectangular grid of 181 \(\times\) 362 points along the horizontal and vertical directions, respectively. The computation time is in the order of a few minutes on a Windows PC with clock speed of 1.5 GHz.

The evaluation of the analytic expressions of [1] becomes quite difficult for some combinations of the parameters when line sources are present. In particular, numerical convergence issues are resolved by using the acceleration technique described in [4]. Further details on the computations of the Mathieu functions are provided in the Appendix.

The finite ground plane methods of Section 3 are only valid in special cases where the source is TM-polarized and the materials in
Figure 5. $|E_z|$ for a TM polarized plane wave incident at $\varphi_0 = 45^\circ$, (a) $\zeta = 1$; (b) $\zeta = 1/2$; (c) $\zeta = 2$. 
both regions are the same, and hence data from these methods are only presented in these cases. In these calculations, the finite ground plane was set to a total width of $7d$, which provides very accurate results for the source and observation points of the cases considered.

4.1. Plane Wave Excitation

$TM$ polarization. Plots of the total $z$-directed electric field along the $y$-axis are presented in Fig. 5 for the case where a unit amplitude plane wave is incident at an angle $\varphi_0 = 45^\circ$. In this figure, the results obtained from the evaluation of the analytical formulas (11)–(13) of [1] are overlapped with those obtained from the IE methods of Section 3. Specifically, the scatterer method of Section 3.1.1 is applied to obtain the data shown in Fig. 5a, while the data of Figs. 5b,c are obtained by application of the coupled integral equation method of Section 3.2.2.

One observes that changing $\zeta$ does not vary the fields significantly and that for the considered cases the field well inside the cavity is largest when $c = \pi$, which corresponds to $\lambda = d$, i.e., the wavelength

![Image of Figure 6](image_url)

**Figure 6.** Contour plot of $|E_z|$ for an electric line source located at $(\xi_0 = 1.5, \nu_0 = 30^\circ)$ when $c = 0.1$ and $\zeta = 1/2$. 
is equal to the aperture width.

4.2. Line Source Outside Cavity

For both polarizations, the line source is located in region 1 at coordinates \((\xi_0 = 1.5, \nu_0 = 30^\circ)\). The strength of the line source is adjusted so that the \(z\)-directed component of the incident field is expressed as a zero-order Hankel function of the second with no weighting coefficient.

4.2.1. TM Polarization

A contour plot of \(|E_z|\) for the case where \(c = 0.1\) and \(\zeta = 1/2\) is shown in Fig. 6. The total field is computed by evaluation of analytical expressions (44)–(46) of [1] and also by application of the coupled integral equation method of Section 3.2.2. Fig. 7 displays a contour plot of the magnitude of the difference between the data obtained from these two methods.
Figure 8. Magnetic line source located outside the cavity at $\xi_0 = 1.5$ and $\nu_0 = 30^\circ$. (a) $\zeta = 1$; (b) $\zeta = 1/2$; (c) $\zeta = 2$. 
Figure 9. Contour plot of $|H_z|$ for a magnetic line source located at $(\xi_0 = 1.5, \nu_0 = -75^\circ)$ when $c = \pi$ and $\zeta = 1/2$.

4.2.2. TE Polarization

The total magnetic field for the case of a magnetic line source located outside the cavity is presented in Fig. 8. Data obtained from evaluation of (63)–(64) of [1] are plotted along with those from the IE method of Section 3.2.1. One observes that a change in $\zeta$ does not vary the qualitative behavior of the three curves and that the strongest field inside the cavity is achieved when $c = 0.1$.

4.3. Line Source Inside Cavity

TE polarization. A line source is located inside the cavity (region 2) at coordinates $(\xi_0 = 1.5, \nu_0 = -75^\circ)$. The strength of the line source is adjusted so that the $z$-directed component of the incident field is expressed as a zero-order Hankel function of the second kind with no weighting coefficient. Fig. 9 displays the contour plot of $|H_z|$ for the case where $c = \pi$ and $\zeta = 1/2$. These data are obtained by evaluation of (60)–(70) of [1] and also by application of the IE method.
Figure 10. Contour plot of $|H_z^{I,E} - H_z^{analytic}|$ for the results shown in Fig. 9. No contour lines are shown for $y > 0$ because the differences are negligible.

of Section 3.2.1. Fig. 10 displays the magnitude of the difference in the data obtained from the two approaches.

4.4. Reciprocity

The results obtained from the integral equations were shown to satisfy reciprocity. The source and observation points were interchanged for a number of cases and the computed fields were shown to adhere to reciprocity. By inspection, one notes that the analytical expressions for the fields are consistent with reciprocity.

5. CONCLUSION

Three independent integral equations were utilized to investigate the structure of Fig. 1 and numerical results were compared with those obtained from the evaluations of the analytical formulas derived in [1]. The numerical results of Section 4 show excellent agreement between the canonical solutions in [1] and the integral equation methods for all cases of excitation and isorefractive materials considered. The mutual
validation of these two approaches to determine the fields present in the structure of Fig. 1 provides a good validation test for computer codes, involving a cavity, different materials, and sharp edges.

APPENDIX A. COMPUTATION OF MATHIEU FUNCTIONS

The evaluation of the analytical formulas requires the computation of Mathieu functions. The calculations for this work were performed with FORTRAN subroutines reported in [5]. These subroutines compute Mathieu functions according to the Goldstein-Ince normalization [6,7] and, therefore, had to be modified to compute them according to Stratton’s normalization which corresponds to the notation used in [1]. The subroutines of [5] compute two sets of Mathieu functions. The first set represents the solutions of the equation

$$\frac{d^2 y}{dz^2} + (\lambda - 2q \cos 2z)y = 0,$$  \hspace{1cm} (A1)

which are usually called Mathieu functions and, apart from the normalization, correspond to Stratton’s angular functions. The second set is given by the solutions of

$$\frac{d^2 y}{dz^2} - (\lambda - 2q \cosh 2z)y = 0,$$  \hspace{1cm} (A2)

which are called modified Mathieu functions and correspond to Stratton’s radial functions, again, apart from a normalization. Stratton’s version of (A1) is written as

$$\frac{d^2 f_2}{dv^2} + \left( b - c_0^2 \lambda_0^2 \cos^2 v \right) f_2 = 0$$  \hspace{1cm} (A3)

where $b$ is the separation constant, $c_0$ is half the focal distance, and $\lambda$ is the wavevector. Therefore, the parameter $q$ in (A1) is related to the product $c_0 \lambda_0$ in (A3) and to the dimensionless parameter $c$ of (13) by

$$q = \frac{1}{4} c_0^2 \lambda_0^2 = \frac{1}{4} c^2.$$  \hspace{1cm} (A4)

The theory of Mathieu functions that is necessary to understand the analytical formulation used in this work is found in [8], whereas a clear explanation of the practical computation of Mathieu functions is given in [9] and [10]. These last two references are of great help in clarifying the different notations and normalizations introduced by different authors who have studied Mathieu functions. A good collection of information about Mathieu functions is found in [11] and further references are given in [12].
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